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Abstract

This paper argues that publish-subscribe (pubsub) systems bundle
both a messaging abstraction and a hard-state storage layer, and
that this hurts their robustness, performance, and correctness for
a variety of use cases. Pubsub fails to achieve its central goal of
decoupling publishers and subscribers, violates the end-to-end prin-
ciple, and exposes an ad hoc storage abstraction with a bespoke
API and limited power.

We explain how to correct these issues by unbundling pubsub
into: (1) a durable store, and (2) a watch system that notifies con-
sumers about changes to the store. This approach respects the
end-to-end argument by offering consumers guarantees relative to
the store rather than the pubsub system. We show how this model
addresses the challenges introduced by pubsub systems for various
use cases and opens up new areas of research.
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1 Introduction

Pubsub systems [5, 12, 13, 24] have become increasingly popular in
datacenter environments in recent years [19, 20, 25, 32, 38]. They
are positioned as a solution to many fundamental problems in
distributed systems, including availability, consistency, decoupling
of microservices, and resilience.

Most systems attempt to guarantee delivery to consumers via a
bundled, durable message log. To prevent unbounded log growth,
they support garbage collection of old messages. This undermines
the goal of decoupling and correctness, because messages can be
lost without notifying the application or allowing it to recover.
(Some older non-persistent pubsub systems provide only best-effort
delivery [19]. The arguments in this paper apply even more strongly
in that case, because message loss is more frequent and just as
undetectable.)

This paper argues that pubsub systems violate the end-to-end
argument: their delivery and ordering contracts add complexity
and cost but do not provide end-to-end correctness with respect to
authoritative data sources. Furthermore, their lack of support for
dynamically sharded consumers limits application scalability.

We show how to resolve those issues by unbundling pubsub
into an explicit storage abstraction exposed to producers and con-
sumers (via a narrow, read-only view), and a notification abstraction,
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Figure 1: Pubsub model

watch, used by consumers to learn about changes to the store. The
watch abstraction [21] has been popularized by Kubernetes [17]
and Spanner [16]. It does not require additional hard state and can
be implemented as a layer on top of a traditional store. It includes
resync signals that enable lagging consumers to be notified and
automatically recover, and progress signals that allow subscribers
to expose snapshot consistent views of the source.

We show that the proposed model is general enough to handle all
pubsub use cases, often with improved efficiency and/or improved
end-to-end correctness properties. This is because the explicitly
exposed store is at least as powerful as the implicit message log
store in traditional pubsub systems, and the watch mechanism is
strictly more powerful than traditional subscribe mechanisms.

The organization of the remainder of this paper is as follows:
Section 2 discusses pubsub use cases. Section 3 enumerates limita-
tions of pubsub. Section 4 proposes our alternative abstraction and
watch API and explains its advantages. Finally, Section 5 presents
areas for future research.

2 Pubsub model and use cases

In the pubsub abstraction (Figure 1), producers publish messages
to topics, and consumers subscribe to topics of interest. The pub-
sub system is responsible for distributing published messages to
subscribed consumers without consumers needing to know about
the source of the messages. Datacenter pubsub systems are capable
of handling tens of thousands of producers and consumers, and
millions of messages per second per topic.

Pubsub systems support two consumer models. Consumer groups
distribute messages among members, ensuring that each message
is routed to and acknowledged by a consumer within the group.
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The system can select a consumer at random, based on the mes-
sage’s partition, or according to a key specified in the message. Free
consumers (to use terminology from [26]) handle all messages in
a topic or topic partition. Neither approach allows a dynamically
sharded consumer to subscribe to arbitrary subranges of the key
space.

Pubsub systems are used in industry for a wide variety of use
cases, surveyed in [33] and [34] and summarized below. (Marketers
have also invented many others terms for logically equivalent uses,
e.g. "enterprise event bus" and "IoT data streaming".)

Event ingestion and fanout: Pubsub systems can be used as an
intermediary that receives ingested events (e.g. logs, sensor data, or
website activity) and that fans events out to all interested systems
and devices. We refer to the storage for the events as ingestion
storage.

Replication across stores: Pubsub can be used to replicate data
from a source store to a target store. In this scenario, a change
data capture (CDC) system feeds change events from the source
to the pubsub system, which in turn delivers these events to the
target store. We refer to the source store for replication as producer
storage.

Cache invalidation/freshness: Pubsub systems are also used to
maintain the freshness of distributed caches. In this case, producer
storage publishes updates, such as object IDs or updated payloads,
to the pubsub system, which propagates these updates to distributed
cache nodes. This ensures that caches remain consistent and up-to-
date.

Work queueing and balancing: Pubsub can be used to queue
and balance messages representing tasks across workers. Tasks
are published as messages and processed and acknowledged by a
worker in a consumer group.

3 Limitations of pubsub systems

Decoupling producers and consumers seems like a sound strategy,
aligned with the principle of loose coupling. However, in practice,
pubsub systems succeed at this goal only most of the time, creating
emergencies/outages when they fail. Many practitioners view these
problems as rare and consider it acceptable to address them with
manual operational processes when they arise.

3.1 Failures of loose coupling

Pubsub’s first limitation is a Kafka-esque interpretation of "decou-
pling". Pubsub systems allow consumers to accumulate large back-
logs and may garbage-collect unprocessed messages if the backlog
lasts too long. However, they neither inform consumers that this is
happening, nor provide a mechanism for laggy consumers to "catch
up" or recover lost state from a source of truth. Systems deliver
messages approximately in publishing order, so excessive backlogs
are indistinguishable from silent outages.

Pubsub systems assume that consumers will not accumulate
excessive backlogs. In general, this is not true. For example, in a
cache invalidation use case, an actual consumer was unavailable
for multiple days because its data center was under maintenance.
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This resulted in a huge backlog even after adding emergency re-
sources. Cache invalidation took hours rather than seconds, making
it effectively useless for users.

Pubsub systems also assume that a retention period of (e.g.)
several days will be sufficient for even the slowest of consumers to
consume each message. However, systems will eventually garbage-
collect messages even if some consumers have not processed them.
This data loss sacrifices correctness for applications that depend
on reliable delivery.

Although some pubsub systems offer the option to retain mes-
sages indefinitely, this is undesirable because pubsub systems offer
a limited API that does not allow the relevant state to be efficiently
queried by the application. Instead, as we discuss in Section 4, it
is better to keep persistent state in a dedicated store. Some pub-
sub systems [24] support topic compaction, where each message
is associated with a key. Compaction allows applications to con-
figure a recent window for which every version is kept and before
which only the last version is maintained. Unfortunately, without
notification, subscribers do not discover that unseen events have
been compacted. Compaction defers but does not eliminate message
loss. Such intermittent data loss can affect the correctness of the
application.

In general, system operators rely on a variety of ad hoc, manual
procedures to recover when alerted about data loss or excessive
backlogs in pubsub. These include deleting backlogs, relying on less
effective fallback mechanisms such as TTLs for cache invalidation,
and restoring from backups for replication. These mechanisms not
only incur manual toil but also sacrifice correctness, availability,
and/or latency. Manual heroics are risky [29], and should not be
required in "loosely coupled” systems.

Decoupling also breaks down with respect to application scalabil-
ity. Practitioners recognize that affinitized consumers are important
for scale and efficiency - for example, to enable effective caching.
However, existing pubsub consumer affinity mechanisms based on
the message key or pubsub partition do not support independent,
dynamic sharding of loosely-coupled application consumers.

3.2 Violations of the end-to-end principle

Pubsub systems provide guarantees at their layer — ordering, at-
least-once delivery, transactions — that do not result in meaningful
end-to-end guarantees. We will illustrate these limitations by con-
sidering popular use cases.

3.2.1 Replication across storage systems

In pubsub-based replication, a change data capture (CDC) system
publishes change events from producer storage, and consumers
apply them to a target store. Ideally, the target store should achieve
point-in-time consistency; i.e. it only externalizes states that actu-
ally existed in the source.

The producer store is the authority on event ordering and transac-
tion boundaries. When the pubsub system establishes a competing
order of events or supports its own transactions, this adds complex-
ity and cost. But at scale these guarantees at the pubsub layer are
not useful, because they do not help provide a consistent view of
the source from the target store or cache.

By serially publishing and applying transactions via a pubsub sys-
tem that preserves ordering, an application could maintain snapshot
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consistency in the target store. Unfortunately, the serial approach
is not scalable; to avoid a scale bottleneck we need to concurrently
publish and apply change events. But we can’t simply apply change
events in an arbitrary order. Reordering inserts, updates, and deletes
could overwrite with stale state or resurrect recently deleted rows,
violating eventual consistency with the producer store. By intro-
ducing version checks and tombstones, we can eliminate some
replication errors, but still risk snapshot consistency violations. For
example, suppose that in producer storage we remove a member
from a group and then give that group access to a document. If we
reverse the order of those operations on the target store, snapshot
consistency is violated, because the target store transiently records
a state where the member has access to the document, a state that
never existed in producer storage.

Another strategy is to partition the pubsub topic such that any
given row will be statically assigned to a single topic partition,
and ensure that each partition is processed serially. This approach
avoids version checks and tombstones but snapshot anomalies are
still possible because transactions affecting multiple partitions are
not atomically applied and the global transaction order of the source
may be violated.

In practice, the challenges are daunting enough that some prac-
titioners opt to give up on either scalability or consistency via the
replication protocol. Some systems serialize all operations. Other
systems periodically restore full snapshots of the source to the
target. This ensures that any replication errors are eventually ad-
dressed, but over a much longer time frame.

3.2.2 Cache invalidation

When the target of the change feed is a cache rather than another
storage system, the same concerns about out-of-order delivery re-
main, but there is an additional complication. There is no centralized
target store, so if the new owner caches a stale value but the invali-
dation for that value is acknowledged by an old owner, that stale
value can be cached in the new owner indefinitely. Modern caches
employ dynamic key range assignment [3] for robustness, offering
better availability/balancing than static approaches. However, pub-
sub consumer group limitations make missed invalidations possible
during these dynamic handoffs.

Figure 2 shows a race between the invalidation of object x and
the reassignment of x from pod p,;4 to pod pnew by an auto-sharder.
Pnew may learn about the reassignment before the pubsub system,
and fetch the current value of x. When the pubsub system is sub-
sequently informed of an update to x, the pubsub system causes
Dold rather than ppe to update its cache. Therefore ppes, never
receives the updated value.

Some of the cases where change events are missed can be mit-
igated by using a leasing mechanism to ensure that at most one
cache server at a time is allowed to acknowledge a change event
from pubsub. But leases introduce an availability tradeoff because
there will be times when there is no owner for a range of keys. As
with replication, practitioners have fallback strategies to paper over
inconsistencies permitted by pubsub. Using TTLs on cache entries
ensures that stale entries eventually age out. Or in some systems,
each cache server subscribes to the entire feed using free consumers
(using the terminology from [26]), an approach that does not scale
as update rates increase.
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Figure 2: Invalidation eventual consistency failure in the
presence of auto-sharding

3.2.3 Event ingestion and fanout

In this use case (see Section 2), receivers are expected to get all
events from the publisher promptly to enable downstream analy-
sis, such as fraud detection or sensor-based alerting. However, as
discussed in Section 3.1, head-of-line blocking can occur and large
backlogs can develop. Additionally, data may be lost due to garbage
collection, resulting in a loss of semantic guarantees.

3.2.4 Work queueing and balancing

This scenario shares the same challenges as the ingestion case but
introduces an additional inefficiency: lack of support for affinitized
load balancing across dynamically sharded workers. Affinitization
is important for efficient work processing because it enables con-
sumers to cache state across for ranges of keys they are assigned.
Dynamic sharding is important for availability because it ensures
that workers are not overloaded and that affinitized work is reas-
signed when workers become unavailable. Additionally, the event-
based approach makes it is more difficult to achieve correctness
compared with the state-based approach using watch, as explained
in Section 4.3.

3.3 Adhoc storage APIs

As previously noted, pubsub systems include a storage layer, and
have gradually introduced features such as schemas, versions, and
transactions. Each pubsub system has organically developed its
own set of ad hoc APIs to support these features, along with spe-
cialized extensions—such as the “replay and snapshot” functionality
in GCP [15] and the “dead-letter queues” in Azure [6].

Rather than using pubsub as an ad hoc storage system, we be-
lieve applications should have the flexibility to use a traditional
or special purpose storage system. Full-fledged storage systems
provide various models that better suit applications’ needs, offer-
ing greater power and standard APIs. For example, time-series
databases or newer logging abstractions [7, 28] are ideal for log-
like storage. Likewise, for structured storage, NoSQL databases
like Bigtable [10] or SQL systems such as Spanner [11], Cock-
roachDB [31], and TiDB [22] offer features that facilitate robust data
access, e.g. reads, scans, writes, indices, and foreign key constraints.
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4 Our solution: Explicit storage with Watch

We propose an alternative model that resolves the issues of pubsub,
unbundling notification and storage, explicitly exposing the stor-
age abstraction, and defining a watch API that enables end-to-end
correctness without sacrificing scalability. In this model, produc-
ers write changes to a designated storage system and consumers
receive mutation events from a view of the store using a watch API.

4
External MySQL/TiDB with Storage with
watch Sna watch system
system e i
Built-in Spanner with Streaming/
watch change streams time-series databases

Producer
Storage

Ingestion
Storage

Figure 3: Separation of storage and notifications

Figure 3 illustrates design choices for unbundling storage and no-
tification. The storage system, represented on the X-axis, can either
be producer storage or ingestion storage (as defined in Section 2),
to address scenarios where the source is a persistent store and
where the source data are ephemeral respectively. The notification
mechanism, represented on the Y-axis, may either be implemented
directly by the storage system or provided as an external layer built
on top of it. Below are examples for some of these cases.

e Spanner can serve as producer storage and has a built-in watch
mechanism called Change Data Streams [16]. Other examples
include Kubernetes API server [17], which is backed by the watch-
able etcd store [18].

e MySQL and TiDB are also popular producer storage systems,
and we have implemented an external watch subsystem called
Snappy on top of them, treating them as key value stores. Snappy
is not yet published.

o Time-series databases [9, 23, 36], data stream management sys-
tems [1, 4, 8, 37] or other structured stores [10, 22, 31] can serve
as ingestion stores, and offer efficient access to time-series data.

A refined version of a pubsub system such as Kafka would fit
into the bottom right quadrant (ingestion storage with built-in
watch), with some changes to its API to make the implicit storage
layer more explicit. However, our model generalizes to other types
of ingestion storage in cases where those are better suited to the
application’s requirements.

Guarantees: In our proposed approach, consumers receive guaran-
tees with respect to the storage being watched whether permanent
or temporary, i.e., the producer or ingestion storage. For instance,
when watching a producer store in scenarios such as replication
and cache invalidation, target stores and caches provide end-to-
end guarantees relative to the producer store. This approach is
fundamentally different from traditional pubsub systems, which
interpose a problematic intermediate storage layer.
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4.1 Hiding producer store internals

Our approach might seem to expose the internal storage format
of producer storage. However, this is not the case. The producer
can present a filtered view that exposes a limited subset of derived
values to consumers. For example, consider a source managing
contact information. It can create a new table or view that contains
just those values and make that view accessible to consumers. This
mechanism is similar to the control found in pubsub-based architec-
tures. The only difference is where the consumed data are stored:
in the producer’s storage as opposed to the hidden storage of the
pubsub system.

4.2 Watch API

We now present a watch API that reliably notifies the consumer of
changes to the producer storage. The system supporting this API,
illustrated in Figure 4, distributes change events, organized by key
and by transaction version (e.g., "account A has balance $20 as of
version 40"). A simplifying assumption is that the source of truth
has monotonic transaction versions, e.g. TrueTime timestamps in
Spanner [11], TSO timestamps in TiDB [35], gtid in MySQL [30],
etc., that captures the agreed upon transaction order. See [37] for
more sophisticated schemes.

4.2.1 Consumer API

The consumer, which we refer to as a watcher, requests state for a
range of keys starting from a particular transaction version via a
watch call:

class Watchable {
Cancellable watch(
Key low, Key high, Version version,
WatchCallback callback);
3
class WatchCallback {
void onEvent(ChangeEvent event);
void onProgress(ProgressEvent event);
void onResync();
3
struct ChangeEvent {

Key key; Mutation mutation; Version version;
}
struct ProgressEvent {

Key low; Key high; Version version;
}

watch ()

onEvent ()
onProgress ()
onResync ()

Figure 4: Unbundled architecture: Storage with watch
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Figure 5: Knowledge by key and version for a watcher

In addition to events capturing what has changed in the store
subsequent to the requested version (onEvent), the watch stream
includes:

e Progress events (onProgress), indicating that all change events
affecting some or all of the keys being watched have been sup-
plied up to some version.

e Resync events (onResync), indicating that the version known
to the watcher is no longer retained. This event prompts the
watcher to read a recent snapshot of the state from the store
then catch up by issuing a watch request starting at the snapshot
version. Note that it is acceptable to read a stale snapshot, so we
can optionally reduce load on the underlying storage by reading
from a replica instead.

Applications may directly implement the watch callback inter-
face, or may leverage linked caches similar to [2] that speak that
protocol.

4.2.2 Ingester API

The store may directly implement the watch contract, but range-
scoped progress events also allow the store to convey progress in a
partitioned log to a separate watch system via an Ingester interface.
Note that the watch system may use a storage system to maintain
larger than memory data structures, but unlike in a pubsub system,
we are not introducing any intermediate hard state. This is soft state
that can be recovered if deleted (at the expense of some increased
latency or staleness, but there is no data or consistency loss).
class Ingester {
void append(ChangeEvent event);

void progress(ProgressEvent event);

}

Once the store confirms that all updates below a specific version
have been applied to a key range, it sends a progress event to
the watch system. Progress events are scoped to key ranges rather
than being global or tied to static partitions. This design enables
scalability by allowing each system layer to define its own parti-
tion boundaries which can evolve independently, supporting loose
coupling between layers.

4.3 Applying watch to pubsub use cases

In this section, we describe how to apply this model to the ma-
jor pubsub use cases, and in the next section we detail why this
approach is superior.
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Caching and replication: Improving on the pubsub model, the
watch model allows caches or storage replicas with modest capabil-
ities to serve snapshot-consistent queries, even when dynamically
sharded. They can use progress events to track key ranges and
version windows for which they have complete knowledge and can
serve consistent snapshot results. In a distributed cache or store,
multiple affinitized servers may have overlapping and redundant
knowledge regions for improved availability and performance.
Figure 5 illustrates the knowledge regions maintained by a watcher.

Each blue rectangle represents a knowledge region — a key range
and version window that define the versioned state the watcher
knows for that range. This allows the watcher to serve snapshot-
consistent queries within a single range, or stitch together a consis-
tent snapshot across multiple ranges, as long as appropriate versions
exist in each range (e.g., the green box in the figure). Although the
figure depicts a single watcher, one can imagine combining knowl-
edge regions across multiple watchers to serve snapshot-consistent
queries at a broader scale. Each knowledge region is immutable:
once a value is written at a given version, it does not change. This
immutability enables dynamic replication and repartitioning of data
without compromising consistency.

Event ingestion and fanout: To support ingestion in our model,
the publisher exposes an ingestion store, e.g. a time-series database
optimized for ingestion of events. As with a pubsub topic, the
ingestion store isolates the main application database from load
and security risks. Producers insert events into the ingestion store.
Consumers watch all or a portion of the key range of the database
to learn about new events. They may also query the ingestion store
to obtain state if needed. As we will discuss in Section 4.4, this
approach addresses the backlog and efficiency issues caused by the
pubsub model.

Work queueing and balancing: Our approach enables affinitized,
dynamically sharded workers, and reframes the problem as one of
advancing entities to some desired state. Applications use an auto-
sharding system [3, 27] to dynamically assign and replicate ranges
of keys to workers based on load and health. Each worker initially
queries the database for assigned entities requiring attention, and
then uses watch to identify other such entities. The application can
then prioritize entities, fully mitigating head-of-line blocking prob-
lems. By observing the current state rather than tracking a sequence
of potentially unreliable, disordered events, applications become
significantly more robust in distributed environments, especially
for complex workflows.

Consider for example the problem of provisioning virtual ma-
chines for online data processing workloads in a cloud environment.
This coordinator service’s goal is to ensure that every workload
is running on some set of virtual machines. The pubsub model
encourages applications to enqueue tasks corresponding to each
step of the workflow when a workload is added, e.g. to acquire VMs,
bootstrap images, configure networks, start processing. However, in
practice, the coordinator must constantly reconcile the current set
of configured workloads with the set of available compute resources.
The event-based approach introduces complexity because the state
of the world (including available compute resources) changes con-
stantly and in general does not match the state when the work event
was enqueued. By watching both the desired configuration (which
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workloads should be running) and the actual configuration (the
states of the available VMs and allocations of work), the coordinator
can correctly advance the actual state to the desired configuration.

4.4 Advantages over standard pubsub
We now recap the advantages of this unbundled architecture.

Better treatment of backlogs: Unlike pubsub, watch does not
require unbounded backlogs for correctness. The watch system
can send a resync signal to a consumer whenever its backlog is
excessive. A lagging consumer can use the exposed store view to
efficiently fetch a snapshot of state from the source database and
resume watching from that later version.

Unbundling of storage and watch: Applications use whichever
store offers the best combination of guarantees, features, and per-
formance for their use case, rather than being locked into particular
features of the storage system bundled into the pubsub systems. An
external watch system can provide watch on top of any store that
supports the ingestion interface. Applications can choose between
different watch systems optimized for different scale points, e.g.
degree of fan out.

End-to-end correctness: Key-range watches allow partitioned
consumers to receive only the events they need. Key-range progress
events allow all layers to serve consistent snapshots even in the
presence of dynamic sharding.

Efficiency: The watch design avoids the need for an additional
hard state message log and relies instead on the existing hard state
provider store or an ingestion store. Unlike consumer groups, range-
based watches allow related work to be affinitized to dynamically
sharded servers. Affinitization enables efficient work on the same
or nearby keys, e.g., for caching or when updates have to be applied
to a replicated store.

Standard, powerful storage and notification APIs: In our
model, applications benefit from the standard watch API andfull-
featured storage APIs rather than relying on ad hoc pubsub APIs
designed to partially compensate for the inherent shortcomings of
the pubsub model.

5 Areas of future research

The storage-plus-watch model opens up several research opportu-
nities to build scalable components and end-to-end correct applica-
tions:

Standalone watch system: A scalable, standalone watch system
that implements the Ingester and Watchable contracts enables us
to add watch capabilities to storage systems that lack native support.
We are building a system called Snappy for a specific distributed
storage system. However, we believe further research is needed
to generalize this design to a wide variety of storage systems and
scale requirements.

Auto-sharded caches supporting snapshot consistency: Snap-
shot consistent caches provide good semantics while lowering la-
tency and improving scalability. The watch contract permits caches
to expose snapshot consistent views, even in the face of dynamic
repartitioning driven by an auto-sharder[3, 27]. Efficiently stitching
together consistent views of source data from knowledge regions,
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potentially spread across multiple cache servers, will require careful
protocol and data structure design.

Replication across different stores: While pubsub is commonly
used to replicate state between heterogeneous stores, it often suffers
from poor scalability, weak semantics, or both. Snapshot seman-
tics have been achieved for replication in homogeneous database
deployments for read-only replicas using internal protocols, as in
Spanner [14]. The watch-based approach described in Section 4.3 of-
fers a promising direction for replicating across diverse, real-world
storage systems while continuing to provide strong semantics and
low latency at scale. However, much work remains to achieve this
in practice.

6 Summary

We have demonstrated that pubsub suffers from many issues be-
cause of its hidden storage layer, and that it is possible to cleanly
extract and separate that layer using a watch abstraction. Unlike
pubsub, explicit storage plus watch allows consumers to program-
matically recover from excessive backlogs. It achieves better per-
formance and correctness by respecting the end-to-end argument.
Finally, it uses standard rather than ad hoc storage APIs. Realiz-
ing the full potential of the model for pubsub use cases opens up
exciting new research directions.
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