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ABSTRACT

Cloud provider APIs have emerged as the de facto operating system interface for the warehouse scale computers that comprise the public cloud. Like single-server operating systems, they provide the resource allocation, protection, communication paths, naming, and scheduling for these large machines. Cloud provider APIs also provide all sorts of things that operating systems do not, things like big data analytics, machine learning model training, or factory automation. Somewhere, lurking within this menagerie of services, there is an operating system interface to a really big computer, the computer that today's application developers target. This computer works nothing like a single server, yet it also isn’t a dispersed distributed system like the internet. It is something in-between. Now is the time to distill and refine a coherent “cloud system interface” from the multitude of cloud provider APIs, preferably a portable one. In this paper we discuss what goes in, what stays out, and the principles that inform these decisions.

CCS CONCEPTS

• Computer systems organization → Cloud computing. • Software and its engineering → Operating systems.
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1 INTRODUCTION

The cloud is a diverse and complicated place. Cloud providers have added services one-by-one, their offerings growing organically to meet countless customer needs. Each service has its own set of interfaces and semantics, and the differences between cloud providers sometimes seem greater than their similarities. When deciding on a new feature, users must pick a set of services to commit to, then work out how to integrate and manage them. As needs evolve and platform services expand, they may be forced to rewrite their logic. Contrast this with writing an application for a single server. While there are many languages and frameworks to choose from, a common set of underlying abstractions is found on just about every machine available. Whether the platform is Windows or Linux, files and processes work in roughly the same way. The portable operating system interface (POSIX) [38] arose to formalize these patterns, not just for portability as the name implies, but also as a model of how an operating system behaves. It is time for the cloud to have its own POSIX, a standard model for state and computation.

There are many options for how such an interface might be designed. Most commonly today, programmers focus on building applications that comprise multiple networked web services [75], using REST-based protocols [26] to access storage, compute, and other data center resources. Alternatively, we could try to design a single system image (SSI) operating system [15] that presents the cloud as if it were a single machine. Some proposals, like LegoOS, have proposed extending POSIX abstractions to disaggregated resources [64]. Others propose a departure from POSIX to abstractions more suitable for distributed systems [62]. In this paper, we contend that only these latter approaches are suitable for the cloud. The cloud is not a single computer and application designs need to reflect that. However, the cloud is also not a widely dispersed set of independent machines as assumed by web services.

In reality, the cloud is a collection of ever-changing, tightly managed resources shared by many independent users. It is also not a particular system, but a category of systems with many competing implementations. Likewise, we are not proposing a particular operating system, but a category of system interfaces that can be implemented in a portable way by any vendor. Furthermore, this interface should integrate the wide range of constantly evolving features and services available in the cloud today while providing an easier path to innovation in the future. Critically, it will need to reflect the physical reality of the cloud in a natural and intuitive way. This helps ensure that applications can grow without encountering artificial scalability bottlenecks, and that their costs and resource consumption remain commensurate to their actual needs.
Serverless computing, and Function-as-a-Service (FaaS) in particular, attempts to address many of these requirements [17, 60]. Cloud functions scale in accordance to the number of requests they receive and free users from concerns of provisioning and configuring individual servers. However, current serverless interfaces remain limited in scope [34], offering an alternative, rather than a unifying, paradigm (Section 2). In this paper, we will present a sketch of a unified cloud interface that builds on serverless abstractions to provide a portable and unified view of the cloud (Section 3). While this is just one possible proposal for a portable cloud interface, we hope that it will serve as a starting point for discussion. We will follow our proposal with a discussion of the benefits such an interface can provide (Section 4). Finally, we will present some remaining open questions and challenges for the community (Section 5).

2 TODAY'S ALTERNATIVES

Before we dive into the design of a new cloud interface, we first consider the inadequacies of existing solutions: the web services APIs that cloud providers offer today, UNIX-derived distributed operating systems, modern cross-cloud management solutions such a Kubernetes, and serverless computing as it exists today.

2.1 Why not web services?

Web services and the cloud are almost synonymous, and for good reason. Warehouse scale computing [8] is possible because it relies upon internet technologies with proven scalability. Internet Protocol provides routing, TCP provides flow control and congestion control, and HTTP load balancers distribute work across servers. Service endpoints provide stateless RESTful [25] interfaces, using another technology derived from the web.

While web services are excellent for scalability and interoperability, optimizing them for performance remains a stubborn problem. Table 1 shows the latency involved in various operations that might be invoked during a call into the cloud API. Web services APIs will always be adequate for certain things, such as provisioning servers, or even fetching large data objects from storage. However web service overheads will certainly become prohibitive on future fast networks [6], especially when supporting fine-grained operations such as small-block reads and writes. Part of the problem comes from protocol and data formatting requirements, part of it from stream oriented transport (cf. scatter-gather file system APIs), and part from the statelessness of REST. Statelessness is particularly fundamental, and has consequences such as repeated access control checks.

Building a distributed implementation of an application when an efficient single-machine implementation could meet the need can be tremendously wasteful [42], in part because of overheads such as those of web services. As a concrete example, we observe that fetching a 1KB object via the NFS protocol takes 1.5 ms and costs 0.003 USD/M (without the benefit of local caching), whereas fetching the same data from DynamoDB [68] takes 4.3 ms and costs 0.18 USD/M. We speculate that a part of the cost difference comes from the cloud provider passing the cost of providing a RESTful web service interface on to the customer.

At a minimum, cloud providers need a non-REST implementation of their existing APIs, but since performance problems are tied to the protocol statelessness, a simple translation is unlikely to suffice.

2.2 Why not POSIX?

Making a collection of computers work like one powerful computer is a longstanding goal of distributed operating systems research [63, 71]. A flurry of work ensued in the decades after inexpensive workstation hardware and local networks first became available [3, 4, 20, 24, 33, 45, 47, 51, 61, 78]. These efforts generally sought to provide a UNIX-like interface to a group of machines. However this line of work was largely eclipsed by the emergence of the internet, which ushered in a new era of distributed systems that operated on a far larger scale [7, 8]. The internet technologies won in the market with the help of tremendous investment, which makes it hard to conclude whether POSIX-like distributed operating systems suffered from technical failings, or whether they simply were not ready to meet the needs of gigantic internet services.

In [63], Schwarzkopf, Grosven, and Hand argue that hardware trends have made warehouse-scale computers suitable for distributed operating systems. Indeed, there have been

<table>
<thead>
<tr>
<th>Operation</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005 data center network RTT</td>
<td>1,000,000 ns</td>
</tr>
<tr>
<td>2021 data center network RTT</td>
<td>200,000 ns</td>
</tr>
<tr>
<td>Object marshaling (1k)</td>
<td>&gt;50,000 ns</td>
</tr>
<tr>
<td>HTTP protocol</td>
<td>50,000 ns</td>
</tr>
<tr>
<td>Socket overhead</td>
<td>5,000 ns</td>
</tr>
<tr>
<td>Emerging fast network RTT</td>
<td>1,000 ns</td>
</tr>
<tr>
<td>KVM Hypervisor call</td>
<td>700 ns</td>
</tr>
<tr>
<td>Linux System call</td>
<td>500 ns</td>
</tr>
<tr>
<td>WebAssembly call - V8 Engine</td>
<td>17 ns</td>
</tr>
</tbody>
</table>

Table 1: Representative latency of various operations. Emerging network technologies have RTT times much lower than web service overheads. Hypervisor calls and system calls have similar latency, and WebAssembly isolation [31, 66] can have lower latency still.
The problem with POSIX and locality transparent operating system designs is the inverse of the problem with web services. While web services have a built in design assumption that everything is remote, POSIX has the built in assumption that everything is local. NFS provides a clear example of how interfaces designed in a local setting can prove troublesome in a distributed setting. For example, a remote file system that becomes unreachable may cause API responses not possible with a local file system [77]. Compliance with POSIX consistency guarantees [50], notably linearizability [35], has also been a perennial source of pain for distributed file system implementations [29, 37, 48, 79].

The assumption that everything is local infuses interface design and is even more pernicious than the assumption that everything is remote. A future-proof cloud system interface can make neither assumption—it must work well regardless of whether calls are serviced locally or remotely. We do not see an inherent trade-off, and believe it is possible to do both. We reinforce however, that we do not advocate full location transparency, where local operations and remote operations are indistinguishable, as in RPC [11] or distributed shared memory [49]. Such abstractions have long been known to be harmful [77]. Operations against memory or local storage are still local and always fast. Operations against the cloud API could be remote and slow, but they could also be local and fast.

2.3 Why not Kubernetes?

A number of systems have arisen to provide a more uniform abstraction for deploying services in the cloud and providing them with resources. Kubernetes [13, 14] has particularly strong industry adoption. Notably, all major cloud providers offer support for it, and since it also runs on-premise, it is the closest thing to a portable abstraction for the cloud. Kubernetes derives from the Borg [73, 74] cluster scheduler, which along with systems such as Mesos [36] and OpenStack [1] might be considered to offer a core functionality of an operating system at data center scale [87].

Kubernetes and its ilk have been quite successful within their domain: scheduling of lightweight server instances. However they have little to offer in the way of state management or security, and so represent a limited and incomplete slice of system functionality.

2.4 What about Serverless?

Serverless computing represents an exciting evolution of the cloud that we expect will help it deliver fully on its promise and potential [60]. FaaS with its autoscaling stateless functions gets the most attention [17], but other technologies such as cloud object storage share the essential characteristics of serverless computing: abstraction that hides servers, pay-per-use without capacity reservations, and autoscaling from zero to practically infinite resources. A major shortcoming of serverless computing as it exists today is that it comprises disparate technologies residing in their own silos. Programmers are burdened with using disjoint application paradigms, data models, and security policies. Performance and efficiency also suffer [69]. FaaS and other serverless technologies offer important lessons, but they do not yet provide the unifying paradigm that we seek.

3 A NEW INTERFACE

To move forward, we will need a new interface to the cloud. Let’s refer to this new interface as the Portable Cloud System Interface (PCSI). What might this interface look like?

To begin answering this question, we now present a proof-of-concept design based around two key abstractions: state and computation. Separating state from computation has the advantage of allowing independent resource scaling, and has emerged as a popular design pattern for cloud applications. The boundary it creates is also a natural place for interposing a system interface, as demonstrated in established operating system designs.

3.1 Computation

We define computation as any transformation over state and refer to these transformations generically as “functions”. Functions receive state as input and produce state as output. They may also read and manipulate state as they execute, as described in Section 3.2.

In our PCSI proposal, functions are designed around three key properties:

- **Universal Compute Interface:** Functions provide the structure necessary for modular software [53]. A function can be reimplemented without changing its external interface, thus preserving an essential benefit of today’s cloud web services. Drop-in replacement is possible, even when the new function relies on new underlying technology (e.g., hardware, programming language, runtime system). Thus PCSI provides an evolutionary path that enables rapid innovation in the cloud ecosystem. Multiple implementations of the same function can even be provided simultaneously, allowing an optimizer to choose dynamically among them to meet performance and cost goals [58].

- **No Implicit State:** Functions receive state, produce state, and interact with external state via the data abstraction, however they cannot rely on internal state beyond a single invocation. As with current serverless
FaaS offerings [17], or the vision of granular computing [41], this facilitates pay-per-use and allows functions to scale from a single invocation to thousands (or more).

- **Narrow and Heterogenous Implementations**: A wide and evolving range of platforms may be used to implement functions (e.g., accelerators, containers, unikernels [84], WebAssembly [31], etc.). However, each function should focus on a narrow and resource homogenous operation. This decoupling enables maximum innovation and helps resource allocation by isolating bottlenecks [52] and maximizing resource utilization.

Function arguments include explicit data layer inputs and outputs and a small pass-by-value request body. Users store functions themselves as objects in the data layer, allowing them to be invoked by other functions. In addition to invoking individual functions, users can build task graphs, which opens up optimization opportunities such as pipelining or physical co-location. Such task graphs can either be specified ahead-of-time, as in Cloudburst [69], or dynamically as in Ray [44] or Ciel [46].

PCSI functions are inspired by serverless FaaS and share similar design motivations and aims. However, PCSI pushes these abstractions toward a more universal and integrated system interface. For example, rather than require distinct services for things like model serving or data analytics, PCSI exposes these features through the same interface as any other function. Likewise, new hardware and software platforms can be introduced without requiring new system interfaces. While there are various serverless storage services that can be used with FaaS [60], in PCSI the interface between compute and state is deeply integrated into the model.

### 3.2 State

State in PCSI encompasses all information that is preserved beyond the lifetime of a single task, or that is transmitted outside of the scope of a single task. Access to state in PCSI is always explicit, which means that functions always access state over system interfaces. Our design centers around a few key principles:

- **Universal Storage Interface**: Applications interact with state through a common interface. This ensures that the system has full visibility into communication and storage patterns, allowing it to optimize scheduling and placement, and to provide fault-tolerance. This also provides a clear division between application and system, enabling implementations to evolve over time.

- **Everything is a File**: If applications must use a common state interface, then that interface must be able to express the wide range of functionality available in the cloud. We achieve this in much the same way as UNIX and its descendants [56, 57], by allowing various implementations of file system objects. While some objects may represent persistent data, others may represent network connections or interfaces to system services.

- **Simple Consistency Menu**: Cloud storage services offer a range of consistency models, and we can be sure that there is no “one size fits all” choice. We propose supporting just two consistency models, a strong one and a weak one, along with configurable restrictions on object mutability.

**Objects** in PCSI comprise several basic types including directories, regular files, FIFOs, sockets, and device interfaces to system services. This is analogous to POSIX, though the behaviors of each object type are somewhat different (see Section 3.3).

**References** are the primary method for accessing objects as names are optional in PCSI. References also provide a capability-oriented security mechanism, as Capsicum does for POSIX file descriptors [80]. PCSI makes object reachability explicit. An object is only accessible by functions that hold a reference to it or to a namespace containing it. In clear contrast to web services, references make the PCSI API stateful. One benefit is that object access possibilities are known and constrained, opening opportunities for optimization. Another benefit is automated resource reclamation for unreachable objects.

**Naming** in PCSI provides a secondary access method and a mechanism for indirection. PCSI has no global namespace, but rather each function has a directory object as its file system root. Functions access multiple namespaces via directories passed as arguments. File system layering has proven valuable in building cloud applications, e.g., it is one of the key features provided by Docker [9]. PCSI will include support for union file systems [85], allowing one namespace to be superimposed on top of another.

PCSI only describes an interface to state, underlying implementations may vary. For example, the cloud provider may use any type of underlying storage medium, or a combination of several of them, to meet target performance, cost, and availability criteria. This could mean storage on disk in multiple data centers or keeping just one copy in the memory of a GPU. The latter case exemplifies how an efficient PCSI implementation can keep keep associated compute and state resources close together, even though the abstract model separates them.

### 3.3 Concurrency and Consistency

Reconciling consistency with performance and availability is one of the persistently vexing challenges in distributed
systems [2, 12]. We acknowledge it will likely remain an active research area for some time to come and design PCSI with this in mind. We provide limited options that allow applications to choose between well understood paradigms, and are careful to remove implementation concerns from the interface.

PCSI allows objects to be configured to one of four mutability levels. These levels and the transitions allowed between them are shown in Figure 1. IMMUTABLE objects can be implemented with the proven efficiency and scalability of cloud object storage whereas MUTABLE objects allow more flexibility to applications that require it. Intermediate levels can still offer improved performance, e.g., once written, the content of an APPEND_ONLY object may be safely cached anywhere.

Operations against objects can execute at one of two consistency levels: linearizability [35] and eventual consistency [72, 76]. This sort of configurable consistency can be provided through quorum systems like DynamoDB [68], though we deliberately hide mechanism details like quorum sizes from the application.

We also believe that the separation of compute and state, a foundational assumption of PCSI, is at odds with some intermediate consistency models. For example, CRDTs [65] and lattice-based approaches [21, 22, 86] require the state management system to support a merge operation, in effect blending the notions of state and computation. We believe such techniques will play an important role in the cloud, however their implementations should be largely parallel to PCSI, as we discuss next.

3.4 Limitations
In system design, what is not included is just as important as what is. We believe that PCSI will enable a broad range of cloud workloads, but we do not believe that all workloads will run well as a collection of functions interacting with one another and with the storage layer. Yet even those applications that run best with a server-based implementation can be integrated with the PCSI—we allow them to be invoked just like any other function. Things like OLTP databases and key-value stores benefit from detailed control over system resources [70], and can appear as part of a universal abstraction. The same is true of certain scientific computing applications and machine learning training systems, which can benefit from precisely coordinated scheduling and application specific network topology.

4 DISCUSSION
As a derivative of current serverless offerings, our design inherits the benefits of pay-per-use, simplified deployment, and autoscaling. It also benefits from being an evolutionary, rather than a revolutionary, path from current systems to as-yet unconceived improvements.

To understand PCSI’s benefits further, we now review an example application: serving deep learning models. Figure 2 shows a pipelined composition of three FaaS functions. The first runs in response to input on a TCP connection and decodes an incoming HTTP request, including streaming user image uploads to a file. Next is a GPU-enabled prediction function which operates on the uploaded file. It also takes as input the model weights, which rarely change but need to be updated with strong consistency and replicated widely. Finally the output is sent through a FIFO to a post-processing function, which then uses the original TCP object to complete the HTTP response.

4.1 Making it Fast
While the abstractions in PCSI are designed to support distributed systems, logical disaggregation does not imply physical disaggregation [69]. A naive implementation might send intermediate data from the preprocessing function to remote storage before pulling it onto a remote GPU to run the model. However, a more sophisticated implementation could use knowledge of application behavior to make much better decisions [10]. Since the task graph indicates that these two functions will be composed, the system can schedule the first CPU function on a physical server that also contains a GPU. Since data were intended only for the next task (explicit inputs and outputs), data movement is reduced to a single cudaMemcpy. This implementation would achieve performance similar to a monolithic server-based service.
4.2 Making it Efficient

In the previous example, we described how user applications could be run with little performance overhead. However, being fast is not enough. After all, a dedicated bare-metal cluster would also be fast. The logically disaggregated design of PCSI also enables other optimization targets like cost or resource efficiency, even at the expense of performance. Rather than wait for a large enough server to handle the entire graph, the provider is free to scavenge underutilized resources from around the cluster for each function independently. Even though this may affect performance, it makes much more efficient use of expensive resources. Fortunately, the concept of “good enough” performance is prevalent in cloud workloads. Many applications come with service level objectives (SLOs) that stipulate a maximum acceptable latency, and experience little or no benefit from lower latency [43].

More generally, PCSI enables flexible scheduling and scaling of resources. Preprocessing functions can be scaled independently of the GPU-enabled model functions, precisely matching resource demands, even under rapidly varying load or skew. Since functions can be specialized to resource types, we can develop specialized hardware platforms with tailored thermal, packaging, and networking designs. Existing platforms like Microsoft’s Catapult [18] or Google’s TPU Pods [28] suggest that significant advantages can come from such specialization. While these existing systems require a specialized software environment, PCSI offers a unified interface that would enable more rapid development and deployment of specialized hardware platforms.

4.3 Making it Flexible

Cloud platforms launch new products at a rapid pace. Any successful cloud interface needs to be flexible enough to integrate new technologies and techniques with minimal application changes.

On the data side, we notice that our application has multiple inputs and outputs with differing consistency requirements, say strong consistency for model weights and eventual consistency for the upload archive and user metrics. PCSI supports these needs through a single unified interface.

While our example application utilized GPUs to execute the neural network, hardware for machine learning is advancing quickly [19, 39]. To take advantage of the latest accelerator, PCSI developers may need to modify their neural network function implementation, but the rest of the application would remain unchanged. It is not just the accelerators themselves that can see advancements. New hardware integration technologies are being developed that provide them with efficient memory hierarchies and networking support [18, 27, 28, 32, 83]. Since state management is explicit, the PCSI implementation can integrate these new technologies without requiring application changes. Even the non-accelerated functions can benefit from operating system advancements like unikernels [40, 84].

We observe that cloud-native interfaces can naturally take advantage of cloud-native hardware and operating systems while traditional interfaces are far more difficult to adapt.

5 THE PATH FORWARD

An abstraction is not useful if it is never deployed. Ultimately, we hope to see a common core of cloud interfaces that helps extend and sustain innovation. The path to a common model will be driven by user demands and open collaboration. We have seen successes before. Kubernetes [13] adoption has grown quickly, with user demand leading cloud vendors to release their own hosted Kubernetes services. Further afield, the computer architecture community has escaped the bonds of proprietary ISAs by coming together around the RISC-V open source ISA [5], enabling an explosion of industrial and academic innovation. We will need to learn from these experiences if we wish to have similar success.

In the immediate future, this means continuing to develop the core technologies and interfaces underlying the PCSI approach. The authors are currently building some of these components including serverless interfaces to GPUs, and file systems for cloud functions. Other challenges remain to be addressed. Are the proposed consistency models sufficient? Will existing security models for the cloud and warehouse-scale computers suffice or are new strategies needed [59, 62, 80]? Can techniques to drive performance and utilization of accelerators be broadened to a general multi-tenant setting [23, 30, 58, 67]? As these and other questions are answered, existing serverless offerings can evolve toward a common portable cloud system interface.

6 CONCLUSION

“What got you here won’t get you there”
- Marshall Goldsmith

The cloud is a unique platform. The warehouse scale computers that power it are nothing like the individual servers that comprise it, but they also bear little resemblance to the global internet, the distributed system from which many of their technologies are drawn. A well defined core system interface for the cloud could unlock a great deal of innovation. Much as POSIX and REST brought sanity to their respective environments, a portable cloud system interface can tame the wild-west of cloud programming. The recent growth of serverless computing demonstrates that the community is ready and willing to redesign their applications around truly cloud-native interfaces—let’s give them one.
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